Theory of games

Introduction:

Life is full of struggle and competitions. A great variety of competitive situations is commonly seen in
everyday life. For example, candidates fighting an election have their conflicting interests, because each
candidate is interested to secure more votes than those secured by all others. Besides such pleasurable
activitiesin competitive situations, we come across much more earnest competitive situations, of military
battles, advertising and marketing campaigns by competing business firms, etc. what should be the bid to
win a big Government contractin the pace of competition from several contractors? Game must be thought
of,in a broad sense, notas a kind of sport but as competitive situation. A kind of conflict in which somebody
must win and somebody must lose.

Game theory is a type of decision theory in which one’s choice of action is determined after taking into
account all possible alternatives available to an opponent playing the same game rather than just by the
possibilities of several outcomes.

The mathematical analysis of competitive problems is fundamentally based upon the ‘ minimax (maximin)
criterion’ of J. Von Neumann (called the father of game theory). This criterion implies the assumption of
rationality from which it is argued that each player will act so as to ‘maximize his minimum gain’ or
‘minimize his maximum/loss’. The difficulty lies in the deduction from the assumption of ‘rationality’ that the
other player will maximize his minimum gain. There is no agreement even among game theorists that
rational players should so act. In fact, rational players do not act apparently in this way or in any consistent
way. Therefore the game theory is generally interpreted as an “as if” theory, that is, as if rational decision
maker (player) behavedin some welldefined (but arbitrarily selected) way, such as maximize the minimum
gain.

The game theory has only been capable of analyzing very simple competitive situations. Thus, there has been
a great gap between what the theory can handle and most actual competitive situations in industry and
elsewhere. So the primary contribution of game theory has been its concepts rather than its formal
application to solving real problems.

Definition 1: Game is defined as an activity between two or more persons involving activities by each person
according to a set of rules, at the end of which each person receives some benefit or satisfaction or suffers
loss (negative profit).

Definition 2: The set of rules defines the game. Going through the set of rules once by the participants
defines a play.

A competitive situation will be called a ‘Game’, if it has the following properties:

I.  There are afinite number of competitors (participants) called players.
II.  Each player has a finite number of strategies (alternatives) available to him.
lll. A play of the game takes place when each player employs his strategy.
IV.  Everygameresultsinan outcome, e.g., loss or gain or a draw, usually called payoff, to some player.

Basic Definitions:

1. Player: The competitors in the game are known as players. A player may be individual or group of
individuals, or an organisation.

2. Strategy: A strategy of a playerhas been loosely defined as a rule for decision-making in advance of all the
plays by which he decides the activities he should adopt. In other words, a strategy for a given player is a set
of rule (programmes) that specifies which of the available course of action he should make at each play. This
strategy may be of two kinds:



(i) Pure strategy: It is a decision, in advance of all plays, always to choose a particular course of action. If a
player knows exactly what the other player is going to do, a deterministic situation is obtained and
objective functionis to maximize the gain. The players select the same strategy each time. Therefore,
the pure strategy is a decision rule always to select a particular course of action. A pure strategy is
usually represented by a number with which the course of action is associated.

(ii) Mixed strategy: It is a decision, in advance of all plays, to choose a course of action for each play in
accordance with some particular probability distribution . If a playeris guessing as to which activity is to
be selected by the otheronany particular occasion, a probabilistic situation is obtained and objective
functionis to maximize the expected gain. Thus, mixed strategy is a selection among pure strategies
with fixed probabilities.

3.0ptimum strategy: A course of action or play which puts the player in the most preferred position,
irrespective of the strategy of his competitors, is called an optimum strategy. (or) If the payoff matrix v; has
the saddle point (r,s) then player Aand B are said to have r*" and s*" optimal strategies respectively. (or) The
course of action which maximizes the profit of a player or minimizes his loss is called an optimal strategy.

4. Zero-sum and Non-zero-sum games: Competitive games are classified according to the number of
players involved, i.e., as a two person game, three person game, etc. Another important distinction is
between zero-sum and non-zero-sum games. If the players make payments only to each other, i.e., the loss
of oneisthe gain of others, and nothing comes from outside, the competitive game is said to be zero-sum.

Mathematically, suppose an n-person gameis played by n players P4, P,, ...,P, whose respective pay-offs at
the end of a play of the game are v,, v,, ...., v, then, the game will be called zero-sum if ), vi = 0 at each of
the game.

Agame whichis not zero-sum is called a non-zero-sum game. Most of the competitive games are zero-
sum games. An example of a non-zero-sum game is the ‘poker’ game in which a certain part of the pot s
removed from the ‘house’ before the final payoff.

5. Two-person, Zero-sum (or rectangular) games: A game with only two players (say, Player A and Player B)
iscalled a ‘two-person, zero-sum game’ if the losses of one playerare equivalent gains of the other, so that
the sum of theirnet gainsis zero. Two-person, zero-sum games are also called rectangular games as these
are usually represented by a payoff matrix in rectangular form.

6. Value of the game: It is the expected payoff of play when all the players of the game follow their
optimum strategies. The game is called fair if the value of the game is zero and unfair, if it is not zero .(or)
The payoff (v,) at the saddle point(r,s) is called the value of the game and is equal to maximinvalue (v) and
minimax value (7) of the game.

7. Payoff matrix: Suppose the player A has m activities and the player B has n activities. Then a payoff
matrix can be formed by adopting the following rules:

I.  Row designations for each matrix are activities available to player A.
II.  Column designations for each matrix are activities available for player B.
lll.  Cell entry 'vy is the payment to player A in A’s payoff matrix when A chooses the activity i and B
chooses the activity j.
IV.  Witha ‘zero-sum, two-person game’, the cell entry inthe player B’s payoff matrix will be negative of
the corresponding cell entry ‘v’ in the player A’s payoff matrix so that the sum of payoff matrices
for player A and player B is ultimately zero.



Table 1: The player A’s payoff matrix

Player B
1 2 j N
1 Vi1 Vi Vij Vin
2 Va1 Va2 V2 Van
PlayerA
| Via Vi2 Vij Vin
m Vi1 V2 Vi Vinn
Table 2: The player B’s payoff matrix
Player B
1 2 j N
1 -Via -Vi2 Vyj “Vin
2 -Vaa -V -Vaj “Van
PlayerA
[ Vit -Viz -V ~Vin
m “Vm1 “Vm2 'ij ~Vin

Further, thereisnoneedto write the B’s payoff matrix asit is justthe negative of A’s payoff matrix in a zero-
sum two-person game. Thus, if ‘v is the gain to A, then ‘-v; will be the gain to B.

Example:

In orderto make the above concepts clear, consider the coin matching game involving two players only. Each
playerselectseitherahead H or a tail T. If the outcomes match (H, Hor T, T), A wins Re 1 from B, otherwise B
wins Re 1 from A. This game is a two-person zero-sum game, since the winning of one player is taken as the
losses forthe other. Each has his choices between two pure strategies (HorT). Thisyields the following (2x2)

payoff matrix to player A.

A’s payoff matrix is given by:

Player B
H T
PlayerA H | +1 -1

T |-1 +1




Characteristics of Game theory:
There can be various types of games that can be classified on the basis of the following characteristics:

I.  Chance of strategy: Ifina game, activities are determined by skill, it is said to be a game of strategy;
if they are determined by chance, it is a game if chance. In general, a game may involve game of
strategy as well as a game of chance.

[I.  Number of persons: A game is called an n-person game if the number of persons playingis n. The
person means an individual or a group aiming at a particular objective.
lll.  Number of activities: These may be finite or infinite.
IV.  Number of alternatives (choices) available to each person in a particular activity may also be finite
orinfinite. Afinite game hasafinite number of alternatives, otherwise the game is said to be infinite.

V. Information to the players about the past activities of other players is completely available, partly
available, or not available at all.
VI.  Payoff: The outcome of playinga game is called payoff (or) A quantitative measure of satisfaction a

person gets at the end of each play is called a payoff. Itis a real-valued function of variables in the
game. Let v; be the payoffto the player P, 1<i<n, in an n-person game. If ), vi = 0, then the game is
said to be a zero-sum game.

Saddle point: A saddle pointisan element of the payoff matrix, whichis both the smallestelementin its row
and the largestelementinits column. Furthermore, the saddle pointisalsoregarded asan equilibrium point
inthe theory of games. (or) A saddle point of a payoff matrix is the position of such an element in the payoff
matrix which is minimum in its row and maximum in its column.

Mathematically, if a payoff matrix (v;) is such that min[ max {v;} ] =max [ min{ v;} ] then the matrix is said
j i i j
to have a saddle point (r,s) = v, say.

NOTE:

v' Agameis saidto be strictly determinableif maximinvalue (v) = minimax value (¥) = v (in minimax —
maximin principle).
v Agame is said to be fair, if maximin value (v) = minimax value (¥) =0.

Rules for determining a saddle point:

Step 1: Select the minimum element of each row of the payoff matrix and put them if__]
Step 2: Select the greatest element of each column of the payoff matrix and put them i&—

Step 3: If there appearsan elementinthe payoff matrix marked by * ] ‘and C)’ both, the position of
that element is a ‘saddle point’ of the payoff matrix.

MAXIMIN-MINIMAX PRINCIPLE :( for the selection of the optimal strategies by the two players).

The simplesttype of game is one where the best strategies for both players are pure strategies. This is the
case if and only if, the payoff matrix contains a saddle point.

For player A, minimum value in each row represents the least gain (payoff) to him if he chooses his
particular strategy. These are written in the matrix by row minima. He will then select the strategy that
maximizes his minimum gains. This choice of playerAis called the maximin principle, and the corresponding
gain is called the maximin value of the game.

For player B, on the other hand, likes to minimize his losses. The maximum value in each column
represents the maximum loss to himif he chooses his particular strategy. These are written in the matrix by
column minima. He will then select the strategy that minimizes his maximum losses. This choice of playerB is
called the minimax principle, and the corresponding loss is the minimax value of the game.



If the maximinvalue equals the minimaxvalue, then the game is said to have a saddle (equilibrium) point
and the corresponding strategies are called optimum strategies. The amount of payoff at an equilibrium
pointis known as the value of the game.

Theorem 1.1: Let(v;) be the mxn payoff matrix for a two-person zero-sum game. Ifv denotes the maximin
value and 7 denotes the minimax value of the game, then v2v. That is,

m'in[ qu {vi}12 qu[ m.in {vi].
j l i J

Proof: We have

max{vij} = Vi forallj=1,2,...,n
i

and min{vij} < v foralli=1,2,..,m
j

Let the above maximum and minimum values be attained ati =i, and j =j,, respectively, i.e.,

@gjf{vij}= vi,j and Hl_iLl{vij}= Vij,
i ]

Thenwe must have
Vi, = Vij 2 Vi, forallj=1,2,..,n;i =12, .. m.
From this, we get

m'invl-lj = v = mngijl forallj=1,2,..,n;i=1,2,..,m.
] l

Therefore,

min[ max {v;} ] 2max[ min { v} ].
j { i j

Example 1.1: Consideratwo-person zero-sum game matrix which represents payoff tothe playerA. Find the
optimal strategy, if any.

Player B
| ! ] v \"
I -2 0 3
PlayerA | Il 4 2 1 3 2
] -4 -3 -2 6
v 5 3 -4 2 -6

Table: payoff matrix for example 1.1

Solution:



Player B

Row
| 1l 1} v \' minimum
2
| 21 o 0 @ 3
1 & Maximin
PlayerA | Ii 4 2 1 3 2

-4
n 413 0 -2 @

5 3 -6
IV Q Q -6

-4 2
[ ]
rcnoz::inr:\:m @ @ @ @

M Minimax

Table: Player A’s payoff matrix

We use the maximin-minimaxprinciple to determinethe optimal strategy. The player A wishes to obtain the
largest possible v;;by choosing one of hisactivities (1, 11,11, 1V), while the player B is determined to make A’s
gain the minimum possible by choice of activities from his list ( I, I, lll, IV, V). The player A is called the
maximizing player and B, the minimizing player. If player A chooses the activity | then it could happen that
player B also chooses his activity I. In this case, the player B can guarantee a gain of at least -2 to player A,
i.e.,min{-2,0, 0, 5, 3} =-2. Similarly, for other choices of player A, i.e., activities I, lll and IV, B can force the
player A to gain only 1, -4 and -6, respectively, by proper choices from (II, lll, IV) i.e., min {4, 2,1, 3,2} =1,
min{-4,-3,0,-2,6}=-4and min {5, 3, -4, 2, -6} =-6. For player A, minimum value in each row represents the
leastgainto him if he chooses his particular strategy. These are written in table by row minimum. Player A
will selectthe strategy that maximizes his minimumgains, i.e., max{-2,1,-4, -6} =1i.e., player Achoosesthe
strategy Il. This choice of player A is called the maximin principle, and the corresponding gain (here 1) is
called the maximin value of the game. In general, the player A should try to maximize his least gains or to
find max min{ v;} =v.

v -

For player B, on the other hand, likes to minimize his losses. The maximum value in each column
represents the maximum loss to himif he chooses his particular strategy. These are writtenin above table by
column maximum. Player B will then select the strategy that minimizes his maximum losses. This choice of
playerBis called the minimax principle, and the corresponding loss is the minimax value of the game. In this
case, the valueisalso1 and player B chooses the strategy lll. In general, the player B should try to minimize
his maximum loss or to find minmax {v;} =v.

T
If the maximinvalue is equal to minimax value then the game is said to have a saddle point (here (ll, Il1)

cell) and the corresponding strategies are called optimum strategies. The amount at the saddle point is
known as the value of the game.



Example 1.2: Solve the game whose payoff matrix is given below:

Player B
I I "
I -2 15 -2
PlayerA | Il -5 -6 -4
1 -5 20 -8

Table: Player A’s payoff matrix

Solution: We use the maximin-minimax principle to determine the optimal strategy.

Player B
Row
mini
mu
I Il " m
@ @ S |¢Maximin
I 15
6 -6
PlayerA | Il -5 -4
I -5 @ 8 8

Column
maximum

MMinimax M Minimax

The game has two saddle points at positions (1, 1) and (1, 3).

I.  The best strategy for player Ais .
II.  The best strategy for player Bis either | or lll.
[ll.  The value of the game is -2 for player A and +2 for player B.

MIXED STRATEGIES: Game without a Saddle Point

If maximin value is not equal to minimax value then the game is said to have no saddle point. In such a case,
both the players must determine an optimal mixture of strategies to find an equilibrium point. The optimal
strategy mixture for each player may be determined by assigning to each strategy its probability of being
chosen. The strategies so determined are called mixed strategies.

The value of the game obtained by the use of mixed strategies represents the least payoff which player A
can expecttowin and the least payoff which player B can expecttolose. The expected payoffto a playerina
game with payoff matrix [v;] ., can be defined as

E(p,q) = XILy X7-1pivii = pvq'

where p = (p1, P2, P3, ---,Pm) and g = (94, 92, g3, -..,dn) denote probabilities or relative frequency with which
strategy is chosen from the list of strategies associated with m strategies of player A and n strategies of

player B, respectively. Obviously, p;20(i=1,2, .., m),q;20(j=1,2, ..,n)and p; +p, + ...+ pn = 1;
g1 +Q, +....+0,=1.

Theorem 1.2: For any2x2 two-person zero-sum game without any saddle point having the payoff matrix for

Player A given.



A, Vi1 Vi

A; Va1 Va2
'I;he_:ptimal mixed strategies S, = ;)111 ;122] and Sg = g% gg are determined by Z—: = %, % =
2212 \where p; +p,=1land q; +q, = 1.
V11— V21

V11V22 V21 V12
Vg + V= (V12 +V5q)

The value of the game to Ais givenby v =

Proof: Let a mixed strategy for player A be given by S,= [;111 ;122], where p; +p, = 1.

Thus, if player B moves B, thenthe netexpected gain of A will be E; (p) =vi1p; +V21p; and if B moves B,, the
net expected gain of A will be E, (p) =v1,p1 + V22p,.

Similarly, if B plays his mixed strategy Sg =[§i g;], where q; + g, =1, then B’s net expected loss will be

E1(q) = vi101+ V120, if playerAplays A;, and E, (g) = v210: + V2,0, if A plays A,. The expected gain of player A,
when B chooses his moves with probabilities g, and q,, is given by E (p,q) = g1[vi1p1 + v21p2] + q2[vi2p1 +
v22p2]. Player A would always try to mix his moves with such probabilities so as to maximize his expected
gain.

Now, E (p,q) = q1[vi1p1 +V21(1-p1)] + (1-01)[V12P1 +V22(1-p1)]

= [Vi1 + Voo = (V1o +V21) P11 + (V1o = V22) P1 H(Va1 —V2,) 01 +va,

V2 "V21 V22 "Vi2 V11V22 ~V12V21
= - - +
A(p1— =) —=7) 7

Where A =vy; +Vyy — (V12 + Va1).

We see thatif A chooses p; :%, he ensures an expected gain of at least (v11V,, —Vi2V21)/A. Similarly, if B

choosesq; = v“;&, then he can limit his expected loss to at most (v,1V,, — Vi2V21)/A. These choices of p; and

g; will thus be optimal to the two players. Thus, we get

p _Y22 V21 _ V22 —V21 andp,=1-p; = v11-v12
1= = 2=1-p1 =
i v11+ v22—(v12+v21) v11+ v22—(v12+v21)
Uy, —V V22— V12 V11— V21
o =—2—= andq,=1-q; = and
A v11+ v22—(v12+v21) v11+ v22—(v12+v21)

V11V22 — V21012

v =
V11 + Vyp — (V12 + V1)
Hence we have
P1 V22—V21 41 V22—V12 V11V22 —V21V12
== , = = , V= (1.1)
D2 V11—V12 q2 V11—V21 v11+ v22 —(v12+v21)

Note: The above formula for p,, p,, d:, 9, and v are valid only for 2x2 games without saddle point.

Example 1.3: Suppose that in a game of matching coins with two players, one player wins Re 2 when there
are 2 heads, and gets nothing when there are 2 tails and loses Re 1 when there are one head and one tail.
Determine the best strategies for each player and the value of the game.

Solution: The payoff matrix for player A is given in the below table.



Player B

H T
PlayerA | H 2 -1
T -1 0

Table: Player A’s payoff matrix

The game has nosaddle point. Letthe player A plays H with probability x and T with probability 1-x. Then, if
the player B plays H, then A’s expected gain is

E(A, H) =x(2) +(1-x) (-1) =3x - 1.
Ifthe playerB playsT, A’s expected gainis
E(AT) =x(-1) +(1-x)0=-x.

Ifthe player A choosesx such that E (A, H) = E( A, T) = E(A) say, then this will determine best strategy for him.
Thus we have 3x-1=-x or x = Y. Therefore, the best strategy forthe playerAisto playH and T with
probability ¥ and %, respectively. Therefore, the expected gain for playerAis

E(A) =%(2) +%(-1) =- %.

The same procedure can be applied forplayer B. If the probability of B’'s choice of Hisy and that of Tis 1-y
then for the best strategy of the playerB,

E(B,H)=E(B,T)
which givesy = %. Therefore, 1-y = %.
Thus, A’s optimal strategy is (%, %) and B’s optimal strategy is (%, %). The expected value of the game is
-1/4 to the playerA.
Thisresultcan also be obtained directly usingthe formulae (1.1).
Principle of Dominance

The principle of dominance states that if the strategy of a player dominates over the other strategy in all
conditionsthenthe laterstrategyisignored because it will not affect the solution in any way. Determination
of superior or inferior strategy is based upon objective of the player. Since each player is to select his best
strategy, the inferior strategies can be eliminated. In other words, ineffective rows and columns can be
deleted from the game matrix and only effective rows and columns are retained in the reduced matrix.

For deleting the ineffective rows and columns, the following general rules are to be followed:

1. Ifall the elementsof arow (sayi® row) of a payoff matrix are less than or equal to the corresponding
elements of any other row (say j™ row) then the player A will never choose the ith strategy.
Therefore, ith row is dominated by j* row. Hence delete i*" row.

2. If all the elements of a column (say j™ column) of a payoff matrix are greater than or equal to the
corresponding elements of any other column (say i column) then j* column is dominated by it
column. So delete j* column.

3. A purestrategy of a player may also be dominatedifitisinferiortosome convex combination of two
or more pure strategies. As a particular case, if all the elements of acolumn are greaterthan or equal
to the average of two or more other columns then this column is dominated by the group of
columns. Similarly, if all the elements of row are less than or equal to the average of two or more
rows then this row is dominated by the group of rows.



Example: Consider the following 4x4 payoff matrix

Player B
[ Il I vV
[ 3 5 4 2
Player A Il 5 6 2 4
I 2 1 4 0
v 3 3 5 2

Table 2.1: payoff matrix

First, check that the game has no saddle point. Now see that columns|and Il are dominated by column V.
So, columns| and Il can be deleted. The reduced payoff matrixis givenin the table 2.2 which shows that rows
| and Il are dominated by row IV. So, rows | and Ill can be deleted and the reduced matrix is shown in the
table 2.3 whichis a 2x2 payoff matrix. We can now use a suitable method to determine the mixed strategies

and the value of the game.

Player B
[ v
I 2 > Player B
PlayerA | Il 2 4 L v
" 4 0 PlayerA | Il 2 4
W 5 5 v 5 2
Table 2.2 Table 2.3

Solution methods for Game without a saddle point:

1. Algebraicmethod:

Let v be the value of the game given by the payoff matrix [v]mwand p; (i=1, 2, ...,m), q; (j=1, 2, ..., n) be the
probabilities for the optimal mixed strategies of the player Aand B respectively which are showninthe table
2.4,

Playe B
PlayerA B, B, .. B, Probability
A, Vi1 V12 Vin P1
A, Va1 Va2 e Vpp P2
An Vi1 V2 we Vi Pm
Probability | q. dz v On
Table 2.4

The expected gain of Awhen he uses his it strategy and B uses hisj*" strategyis .7~ ; a;jx;. As A expects at

leastv, the value of the game, we should have
Xitivijpi 2v,j=1,2, .., n where X%, p; = 1 and p;20forall i. (2.1)
Similarly, the expected loss to player B, we should have for his choice

E;leijqj <wv,i=1,2, .., m where Z;-quj = landg;=0forall j. (2.2)



To getthevaluesof p/'s and g;’s, the above inequalities are considered as equations and are then solved
for given unknowns. However, if the system of equations are found to be not consistent, thisimplies that one
of the inequalitiesis astrictly inequality. Then we apply trial and error method to find the solution of a set of
equations with afew strictinequalities as explained in the following examples although the method is quite
lengthy.

Here we state two theorems (without proof) which are the direct implications of the duality theory and
which will make the computation easier.

Theorem 2.1: If for some j = k there be a strict inequality, say vip: + Vap, + ... + Vo= > v, then the
corresponding q = O; similarly, if for some i =r, there be a strict Inequality, say, v,1q; + V.G, +.... +V,,g=<V,
then the corresponding p, = 0.

Theorem 2.2: If oneplayer’s optimalstrategy consists of exactly r strategies with non-zero probabilities, then
the optimal strategy of the other player also will involve r pure strategies.

Example 2.1; Find the value and optimal strategies for two players of the rectangular game whose payoff
matrix is given in the following table.

Player B
Player A B, B, B; Probability
A, 1 -1 -1 p1
A, -1 -1 3 P2
A; -1 2 -1 P3
Probability | q; [P Js3

Solution: First, it is seen that game does not have a saddle point. Also, this game cannot be reduced to (2x2)
by the property of dominance. Hence, this game can be solved by the algebraicmethod.

Let (p1, P2, P3) and (g1, 9,, g3) denote the optimal probabilities for mixed strategies for players A and B,
respectively, and v be the value of the game. Now from the given payoff matrix we get the following
relationship for player A and B respectively.

For playerA For playerB
P1-pP2-p32V di-02-Qs sV

-P1-p2+2p3 2V -01- 02 +303 SV

-p1+3p2-p32V -01+20;-Q3 <V

Also the additional restrictions for the probabilities are p; + p, +p; =1;9: +q> +gs =1and p;, g;20where
i=1,2,3.

Suppose all inequalities hold as equations, then we get



For playerA For playerB

P1-P2-pP3s=V di-Q2-Qs=V
-P1-Pp2+ 2p3=V -01-Q;+303 =V
-p1+3p2-p3=V -01+20,-Q3 =V
P1+p,+p3=1 qi+d2+0s=1

Solving these equations we get,

p: =6/13, p, = 3/13, p; =4/13;

g:=6/13, 9, = 4/13, q; =3/13

and v =-1/13.

Hence, the solution of the game is:

Optimal mixed strategy for the player A is (6/13, 3/13, 4/13).
Optimal mixed strategy for the player B is (6/13, 4/13, 3/13).

The value of the game to the player Ais =-1/13.

2. Arithmetic method
This method is also known as odds method. The steps of this method are as follows:

1. Find the difference of the values in cells (1, 1) and (1, 2) of the first row and place it against the
second row of the matrix.

2. Find the difference of the valuesin cells (2, 1) and (2, 2) of the second row and place it against the
first row of the matrix.

3. Find the difference of the values in cell (1, 1) and (2, 1) of the first column and place it below the
second column of the matrix.

4. Similarly, find the difference of the values in cells (1, 2) and (2, 2) of the second column and place it
below the first column.

The above odds or differences are taken as positive (ignoring the negative sign) and are put in the payoff
matrix as shown in the below table.

Player B
B, B, Odds
PlayerA | A; Vi1 \ZP) Va1- V2
A, Va1 Va) Vi1- V12
Odds Vi2- V) Vi1 -V

Then the probabilities for the moves A1, A2, B1 and B2 are calculated as

Al= V21— V22 2= V11— V12 1= V12— V22 - V11— V21
(v21 = v22) + (11— V12) (v21 - v22) + (11— V12) (V12— V22) + (V11— V21)’ (v21—v22) + (V11— V12)

V11 (V21— v22) + 21 (V11— V12)

(V21— v22) + (V11— v12)

The value of the game is determinedas v =



3. Graphical method for solving (2xn) games

This methodis applicable to only those gamesin which the maximizing player has two strategies only. The
following are the steps involved in this method for solving a 2xn game:

1. Letthe probabilities of the two alternatives of the player Abe p; and (1-p,). Then A’s expected payoff
for each of the pure strategies of B is E;(p) =ayp1 +ayp, = (ay;—ay)p1 +az, j =1, 2, ..., n; ajs are the
elements of A’s payoff matrix,i=1,2;j=1, 2, ..., n.

2. Draw the line segments for the expected payoffs between two vertical lines unit distance apart.
These line segments represent A’s expected gain due to B’s pure move.

3. For player A, the objective is to maximize the minimum expected gain. The highest point of the
intersection of the gain lines in the ‘lower envelop’ represents the maximin value of the game for
Player A.

4. The two strategies of player B corresponding to those lines which pass through the maximin point
helps in reducing the size of the game to (2x2).

In case of minimizing player B, the point where maximum loss is minimized is justified. This will be the
lowest point at the intersection of the lines in the ‘upper envelop’.

Example 2.2: Solve the game graphically whose payoff matrix for the player A is given below.

Player B
B1 B2 B3 B4 B5
PlayerA Al -5 5 0 -1 8
A2 8 -4 -1 6 -5

Solution: This game does not have a saddle point. Let p; be the probability of player A selecting strategy A,
and hence p, = (1-p,) be the probability of A selecting strategy A,. The player A’s expected payoffs
correspondingtothe playerB’s pure strategies are givenin the below table.

B's pure strategy A's expected payoff E(p,)
B, Ei(p1) =-5(p1) + 8(1-p1) = -13p; + 8
B, Ez(p1) =5(p1) - 4(1-p1) = 9p1 - 4
B3 Es(p1) =0(p1) - (1-p1) =p:-1
B4 Ea(p1) =-1(p1) +6(1-p;1)=-7p, +6
Bs Es(p1) =8(p1) -5(1-p1)=13p; -5

These five expected payoff lines can be plotted on a graph.
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Fig. 2.1: Graphical solution of a (2 x 1) game

First, draw two parallel lines one unit apart and mark a scale on each. These two lines represents two
strategies available tothe player A. Draw lines to represent each of playerB’s strategies. Forexample, to
represent B, strategy, join mark-5on A; to mark 8 onscale A,; to represent B, strategy, joinmark5on A,
to mark -4 on scale A,.

Since the expected payoff E (p,) is the function of p, alone, these five expected payoff lines can be
drawn by taking p; as x-axis and E (p;) as y-axis. The highest point (P) on the lower shaded envelop
showninthe above graph gives the maximum expected payoff amongthe minimum expected payoffs of
playerA.Since the strategies B, and B; intersect at the maximin point P, these strategies are selected and
the resultant 2x2 matrix is obtained as shown in the below table.

Player B
B, B,
PlayerA | A; -5 0
A, 8 -1

The optimum payoff to player A can now be obtained by setting E; and E; equal and solving for p4, i.e.,
-13p; + 8 =p; — 1 or p; =9/14 and 1 — p, = 5/14. Substituting these values in E; and E; we have the value of
the game v=-5/14. The optimal strategy mix of playerB can also be found in the same manner as for player
A. Ifthe probabilities of B’s selecting B, and B; are denoted by g; and g; then solving the equations -5q; + 0q3
=v, 80, —qs =vand g, +9g; =1 we get q, =1/14 and g5 = 13/14. Therefore, the solution of the game is
obtained as follows:

(i) The player A’s optimal mixed strategy is (9/14, 5/14).



(ii) The player B’s optimal mixed strategy is (1/14, 0, 13/14, 0, 0).
(iii) The value of the game to the player Aisv =-5/14.

4. Graphical method for solving (mx2) games:

This method is applicable to only those games in which the minimizing player has two strategies only.
Consider the following example:

Example 3.1: Solve the game graphically whose payoff matrix for the player A is given by

Player B

I Il

I 2 4

PlayerA | Il 2 3
[l 3 2

IV -2 6

Solution: The game does not have a saddle point. Let q; and g, (=1 —q;) be the mixed strategies of the
player B. The expected payoffs for the player B are shown in the below table.

A's pure strategy | B's expected payoff E(p.)
A, Ei (a1)=2(a:) +4(1-q:) = -29, +4
A, E, (a1) =2(q1) +3(1-91) = -0, + 3
As Es (g1) = 3(a1) + 2(1-a4) =0, + 2
A Es (91) =-2(q1) + 6(1-91) =-89: + 6
PlayerB
B, B,
PlayerA | A; | 2 4
As; | 3 2

Now, plot these expected payoff lines as shown in the below figure. In this case, the minimax point is
determined as the lowest point P of the upper envelop. Lines intersecting at the minimax point P
correspond to playerA’s pure strategies A; and A;. This indicates that p, = p, =0. The reduced game is given
below.
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Fig. 3.1: Graphical solution for a (m x 2) game

Now, to solve this (2x2) game, we solve the following simultaneous equations:
2p; +3ps =V, 4p1 +2p3 =V, p; +p3 =1 (for player A)
20:+49,=Vv,3q:+2q9, =V, q; + g, =1 (for player B)
The solution of the game thus obtainedisasfollows:

(i) The playerA’soptimal mixed strategyis(1/3,0, 2/3, 0).
(i) The playerB’s optimal mixed strategyis (2/3, 1/3).
(iii) The value of the game to the playerAisv =8/3.

5. Linear programming method (using simplex method):

Every finite two-person zero-sum game can be expressed as a linear programme and conversely, every
linear programme can be represented as a two-person zero-sum game. Consider a game problem with the
payoff matrix (Vi) m«. The maximizing player A has m mixed strategies which he chooses with probabilities p 4,
P2, ..., Pm, respectively. The expected gain to Awhen the minimizing player B chooses his j™ course of action
out of his n coursesis X, v;jp;. If min (X2, v;jp;) = v, then A expects to get at least v. A will choose his

J
strategies with such probabilities as he maximizes this least guaranteed gain v. Now

it vijpi = v, forall jand Xitipi—q Q)

as visthe minimum of all expected gains and the value of the game is clearly the maximumvaluev, if it
exists. Thus py, p,, ..., pm are to be determined so as to satisfy the equality constraintand maximizev.

To put this probleminstandard LP problem, we divide (l) by v, whichis positive. If v is not positive, which
will be indicated by the presence of some negative elements in the payoff matrix, and then we add to all the
elements of the payoff matrix a sufficiently large positive quantity c such that v becomes positive. This
operation does not change the optimal solution but only increases the value of the game by c.



Now, dividing (1) by v (>0) and setting % = P;(i=1,2,..., m), we write the problem as
7.7le1 + Uszz + ...+ Um]Pm = 1, ] = 1,2, W, n

and P1+P2+...+Pm:%}

with Py, Py, ..., P20

Now, the maximization of vis equivalent to the minimization of = Hence we can state the problemfor A

as
Minimize% =P+ P+ .+ B, (1)
vjP + Py + ot VB 2 1,j=1,2,..,n
with P, P,,....,B, =0
Thisisan LPP (Linear programming problem) written from the point of view of A.

Considering the problem from the point of view of Bwho will expect to minimizeall the expected losses
for him, we arrive ina similar mannerat the following LPP:

Maximizei = Qi+ Q4+ 0y (10
;101 + 102+ -+ 1,0, <1,i=1,2,...m
With Q; = % >0,j=12.,n

where q;’s are mixed strategies of B. Having found P;’sand Q/’s, we can find p;’sand q;’s from the relations
pi = vPiand g; = vQ,. Finally the value of the original game is obtained by subtractingc, if needed.

Itisseenthatthe problems (I1) and (lll) as stated above are dual to one another. Thus the optimal solution
of one problem willafford an optimal solution for the other. Player B’s problem a can be solved by regular

simplex method while that of A can be solved by the method of duality.

Example: Use linear programmingtechnique to determine the best strategies for both the playersinvolvedin
a game whose payoff matrix is given below:

Player B
B, B, Bs
PlayerA | A, 3 -4 2
A, 1 -7 -3
As | -2 4 7

Solution: First find the minimax (7) and maximin (v) values of the game. The minimaxvalue =-2 and maximin
value = 3. Thus the game has no saddle point. The value of the game lies between -2and +3. It is possible
that the value of game may be negative orzero. So, a constantk = 3is added to all the elements of the
payoff matrix. The modified payoff matrix giveninthe below table (1l). Let v be the value of the game; p 4, p,
and p; be the probabilities of selecting strategies A;, A, and A;, respectively; and q,, g, and g; be the
probabilities of selecting strategies B,, B, and B; respectively.



Player B

B, B, B; Minimum
A, 3 4 2 -4
PlayerA A, 1 -7 -3 -7
A; 2 4 7 -2
Maximum| 3 4 7
Table (1)
Player B
B, B, B; | Probability
A, 6 -1 5 p1
PlayerA A, 4 -4 0 P2
A; 1 7 10 P3
Probability | g1 g, as
Table (1)

Player A’s objective is to maximize the expected gains, which can be achieved by maximizingv, i.e., it might
gain more thanv if player B adopts a poorstrategy. Hence, the expected gains forthe player Awill be as

follows:

6p; +4p, +ps2vV

-p1 -4p, +7ps 2V

5p; + 0p, +10p3 = v

Pi+p2+p3=1

P1, P2, P320

Dividingthe above constraints by v, we get
62+ 4824 B2 > 1
Ly L |
v v v

5224 0224 102 >1
v v v

1
Pry P2, Ps_ 1

v v v v
To simplify the problem, we put % = xl,% = x,and % = X3.Inorderto maximizev, playerA can
Minimize% = x1+ x,+ x3
subject to 6x; +4x, +x321
-X1 -4, + %321
5x; + 0x, +10x5 =1

X1, X2, X320



PlayerB’s objective isto minimize its expected losses, which can be reduced by minimizing v. Player B might
lose lessthanv if player A adopts a poorstrategy. Hence, the expected loss for player Bwill be as follows:

60;— g, +5q;<v
4q,-4q, +0g3 <V
g: +7q9, +10qg; <V

qi+d+qs=1
andq;, q,q9320

Dividingthe above constraints by v, we get
6L _ 124 gl o
v v v
41141208 <y
v v v
By 7824908 <
v v v

41, 92 93_ 1

v v v v
To simplify the problem, we put% = yl,% = ypand, % = y3.Inorderto minimizev, playerBcan
Maximize%} =y +y,t+y;3
subjectto 6y; —y, +5y; <1
dy, — 4y, +0y;<1
yi1+7y,+10y; <1
Y1, Y2, Y320
We introduce slack variables to convertinequalities to equalities. The problem then becomes
Maximize i =y + y,+ y3+ 0y, + 0ys + 0y
subjectto 6y, —y, +5y; +y.=1
dy, — 4y, +0ys +ys=1
Vi+7y, +10y; +yg=1

Y1, Y2, Y3, Y4, Vs, Y6 20



Now, using simplexmethod, we obtain the optimal results as (see the above simplex table)

8 5

)’1=E;)’2=E;}’3=
43

q. =V X}’1=E
43

q, =v X}’2=E

y 8 8
43 13
5 5

X—=—
43 7 13

q3=v><y3=§ x 0 =00

. . .8 5
Hence, player B’s optimal strategy is (E’

From the simplex table, we alsofind that x; = 4—63,x2 = 0 and x3 = 7/43. Thenwe have

B 66
PL=V X0 =93%437 13
=v X = 3><0—0
P2 =V x2—13 =
BT 7
P3 =V XX =13743 7 13

Hence, player A’s optimal strategy is (1—63 ,0 4

Oandv = g. Then we have

G- 1 1 1 0 0 0 Minimum
Cs B Ye b a a, as A, as 3g Ratio
0 a, Va 1 6 -1 5 1 0 0 1/6
0 as Vs 1 4 -4 0 0 1 0 1/4
0 3 Ve 1 1 7 10 0 0 1 1
Z;i- G -1 -1 -1 0 0 0
1 a Y1 1/6 1 -1/6 5/6 1/6 0 0
0 as Ys 1/3 0 -10/3 -10/3 -2/3 1 0
0 as Y6 5/6 0 43/6 55/6 -1/6 0 1 5/43
Z-GC 0 -7/6 -1/6 1/6 0 0
1 a; Y1 8/43 1 0 45/43 7/43 0 1/43
0 as Vs 31/43 0 0 40/43 -32/43 1 20/43
1 a, Y2 5/43 0 1 55/43 -1/43 0 6/43
Zj-Cj 0 0 57/43 6/43 0 7/43
Simplex Table







